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The identification of materials for advanced energy-storage systems is still

mostly based on experimental trial and error. Increasingly, computational tools

are sought to accelerate materials discovery by computational predictions. Here

are introduced a set of computationally inexpensive software tools that exploit

the bond-valence-based empirical force field previously developed by the

authors to enable high-throughput computational screening of experimental or

simulated crystal-structure models of battery materials predicting a variety of

properties of technological relevance, including a structure plausibility check,

surface energies, an inventory of equilibrium and interstitial sites, the topology

of ion-migration paths in between those sites, the respective migration barriers

and the site-specific attempt frequencies. All of these can be predicted from CIF

files of structure models at a minute fraction of the computational cost of density

functional theory (DFT) simulations, and with the added advantage that all the

relevant pathway segments are analysed instead of arbitrarily predetermined

paths. The capabilities and limitations of the approach are evaluated for a wide

range of ion-conducting solids. An integrated simple kinetic Monte Carlo

simulation provides rough (but less reliable) predictions of the absolute

conductivity at a given temperature. The automated adaptation of the force field

to the composition and charge distribution in the simulated material allows for a

high transferability of the force field within a wide range of Lewis acid–Lewis

base-type ionic inorganic compounds as necessary for high-throughput

screening. While the transferability and precision will not reach the same levels

as in DFT simulations, the fact that the computational cost is several orders of

magnitude lower allows the application of the approach not only to pre-screen

databases of simple structure prototypes but also to structure models of complex

disordered or amorphous phases, and provides a path to expand the analysis to

charge transfer across interfaces that would be difficult to cover by ab initio

methods.

1. Introduction

The current trial-and-error based evolution of battery tech-

nologies on a decade timescale is obviously progressing too

slowly to exploit opportunities in the ‘materials genome’ in

trying to keep up with the rapidly increasing demand for high-

performance energy-storage systems. As an example, the

emerging development of low-cost Na-ion batteries is

unnecessarily slowed down by many research groups aiming to

copy what worked well for Li-ion batteries, thus misunder-

standing the fundamental differences between the structural

chemistries of the two elements. Artificial intelligence systems

should be able to come up with a more rational basis for

predicting promising candidate systems.

In this context, ab initio methods, and especially density

functional theory (DFT) methods, are widely explored as they

generally offer a higher accuracy and greater transferability

than empirical potentials. DFT methods are intrinsically less
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sensitive to the types of bonding (except for van der Waals

interactions), while the applicability of an empirical force field

typically remains restricted to a limited set of compounds and

properties. A few large-scale projects have started to build

databases by automating DFT calculations on a set of

experimental or theoretical structures (Jain et al., 2013;

Calderon et al., 2015; Saal et al., 2013) that can provide useful

insight into the static properties of a wide range of compounds.

However, though computer hardware advances continuously,

high-fidelity ab initio calculation methods are still too slow or

too limited in size to cover the genome of complex battery

materials yielding dependable predictions of mass transport-

related properties. Force-field methods are therefore still

actively used whenever some degree of coarse graining is

desired, such as in the cases of screening a large number of

compounds, creating prohibitively large structures (e.g. of

amorphous or otherwise disordered phases), quickly esti-

mating the properties of a new structure, efficiently exploring

configurational space and as an initial assessment to pre-

screen candidates for more in-depth DFT analyses, concen-

trating the computational effort of DFT studies on promising

candidates. In order to be suitable for screening a wide range

of compounds, the empirical force field needs to contain some

element of adaptability to the compounds to be analysed.

Herein we briefly review an adaptable two-body Morse-

type force field developed in our group based on the bond-

valence approach (Adams & Rao, 2009; Adams, 2014; Chen &

Adams, 2017) and we present a new software tool utilizing this

force field. Finally, we illustrate its capabilities and limitations

in predicting a variety of properties from a crystal structure

(or a local structure model of an amorphous material, inter-

face etc.). This method is mostly suitable for studying ion

transport in solids, but can be used for other purposes such as

molecular dynamics and structure verification. The software is

written in ANSI C for performance and portability, and is

designed in the form of a library, where modules of new

functions can be extended without much difficulty. The

compiled binaries for Windows and Linux, with a full list of

instructions, can be found at http://www.dmse.nus.edu.sg/asn/

software.html or requested from the authors.

2. Computational method

The augmentation of the classical bond-valence approach by

systematically factoring in bond softness (Adams, 2001;

Adams & Swenson, 2005), and a link between the bond-

valence scale and the energy scaled, have been derived in our

earlier work (Adams & Rao, 2009, 2011; Adams, 2014) and

will only briefly be summarized here. Moreover, both our

group and several others have derived comprehensive sets of

bond-valence parameters (Adams, 2014; Gagné & Hawthorne,

2015; Brown, 2016; Chen & Adams, 2017) that can be

converted by this approach into Morse-type pair potentials for

computationally predicting the properties of a wide range of

inorganic crystal structures within the fundamental limitations

of any pair potential. In this section some basics of this force

field are reviewed.

2.1. Bond-valence method

In the classical bond-valence approach (Brown, 2002), an

inorganic solid is described as a network of atoms of known

integer oxidation states, where pairs of adjacent atoms with

opposite signs in their oxidation states are connected via a

bond. A detailed discussion of what constitutes an ‘adjacent’

atom in this context is given by Chen & Adams (2017). Each

bond is characterized by a real number (called the bond

valence) depending on the nature of the interacting atoms and

their distance. A key postulate of the bond-valence method is

the ‘bond-valence sum rule’ requiring that the sum of all bond

valences connected to an atom approximately equals the

absolute value of its oxidation state

VðAÞ ¼
X

X

sA-X ; ð1Þ

where V(A) denotes the oxidation state of a cation A and sA–X

denotes the bond valence of the bond connecting the cation A

and anion X. The value of the bond valence may naturally be

expressed as

sA-X ¼ exp
R0 � R

b

� �
; ð2Þ

in accordance with the exponential drop in electron density

with distance from the nucleus (Brown & Altermatt, 1985;

Filsø et al., 2013). Here, R0 and b are empirical parameters that

depend on the nature of A and X, while R refers to the

distance between A and X. Both R0 and b may in principle be

fitted from reliably known crystal structures. If, however, as is

common, only interactions in the first coordination shell are

considered, the short range of experimentally observed bond

distances limits the reliability of independent determinations

of R0 and b (or completely prevents it, if the reference

structures contain the cation only in a single high-symmetry

coordination). Therefore, b was initially proposed to be a

constant of 0.37 Å regardless of A and X (Brown & Altermatt,

1985). More recently, it was demonstrated that, by incorpor-

ating information from higher coordination shells, b can in

most cases still be refined independently or derived system-

atically and the thereby bond-softness-adapted parameter

yields a closer agreement with the experimental structures

(Adams, 2001; Krivovichev & Brown, 2001; Locock & Burns,

2004; Gagné & Hawthorne, 2015). It can also be shown that

bond valences defined using the bond-softness-sensitive

parameters are closely related to the valence electron density

at the bond critical point in the Bader theory (Filsø et al., 2013;

Adams, 2014).

The choices of this formalization and the parameter

refinement approach obviously constitute a compromise

between accuracy and simplicity, as for any individual

compound it will be possible to come up with a unique set of

parameters that describe the bonding situation more precisely.

As an example, the softness parameter for compounds

containing several types of anion is adjusted by a global

equalization scheme [for details see Adams (2014)] rather

than by a more local coordination polyhedral-based approach,
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mostly for the sake of simplicity. Still, this transferable

formulation has been found to allow for a dependable quick

assessment of the plausibility of crystal structure models and,

as shown below, can be turned into a versatile tool for the

approximate assessment of a wide range of properties of a

compound from its structure model.

The actual structure of interest will always exhibit bond-

valence sums that deviate to some extent from the expected

values (i.e. from the oxidation states). The root-mean-square

bond-valence sum mismatch averaged over all atoms in a

crystal structure is termed the global instability index (GII)

(Salinas-Sanchez et al., 1992),

GII ¼

PN
i¼1

P
j sij � Vi

� �2

N

" #1=2

; ð3Þ

and can serve as a simple estimate of the plausibility of a

crystal structure refinement or of the structural stability of a

compound.

2.2. The softBV force field

The conventional bond-valence approach conveniently

avoids the issue of calculating charges carried by ions, which

can be ambiguous even with ab initio methods. As a conse-

quence, it is not straightforward to link the mismatch of the

bond-valence sum of an ion or the GII to an experimentally

observable quantity or to quantify the energy required to

break a bond of a certain bond valence in conventional energy

units, e.g. electronvolts (eV). Similarly, the expected values for

many observable quantities cannot be defined in terms of

bond-valence units. Moreover, the bond-valence concept as

described so far neglects Coulomb repulsions among cations

or anions. In order to take into account the effect of Coulomb

repulsions in analysing a crystal structure, the bond-valence

term (which incorporates Born repulsion as well as Coulomb

and van der Waals attraction terms for the interaction between

Lewis acids and Lewis bases) and Coulomb repulsions (among

Lewis acids and Lewis bases) have to be put onto a compar-

able scale. Hence, it appears reasonable to convert the bond-

valence contribution into an absolute energy scale, which gives

rise to the softBV force field. Lewis acids and bases will be

identified with cations and anions in the following discussion.

The softBV force field consists of two terms, a Morse-type

term and a Coulomb term. The Morse-type term that, as

explained above, describes both the attractive interactions and

a short-range Born repulsion is applied to cation–anion pairs

only, while a separate Coulomb repulsion term covers cation–

cation and anion–anion interactions. This implicitly postulates

that Born repulsions among cations or anions can be

neglected, as the Coulomb repulsions will normally prevent

the occurrence of cation–cation or anion–anion distances

where significant Born repulsions would occur. The three

parameters characterizing the Morse potential,

Ebond ¼ D0 exp
Rmin � R

b

� �
� 1

� �2

�D0; ð4Þ

namely, the bond breaking energy D0, the equilibrium bond

distance Rmin, and the bond-softness parameter b character-

izing the curvature of the potential around Rmin and hence the

compressibility of the bond, are derived from the bond-

valence parameters R0 and b and the (average) coordination

number NC. The expected value of the equilibrium bond

distance Rmin is derived according to

Rmin ¼ 0:9185þ 0:2285 �A � �X

�� ��� �
R0 � b ln

V

NC

� �
; ð5Þ

where the numerical factors in the first term represent an

empirical approach to factor in the effect of bond ionicity and

atomic polarizability on the realized bond lengths, while the

second term can be thought of as a bond-order term. �A and

�X represent the absolute softnesses of the cation and anion,

respectively, which are derived according to equation (6) from

the absolute value of hardness of the ion (Parr & Pearson,

1983):

�n ¼
1

hn

¼
2

In þ In�1

; ð6Þ

where In is the ionization energy of the ion in oxidation state n.

Softness data are taken from Adams (2000) or calculated from

ionization energy data taken from the NIST database (NIST,

2018).

The bond-breaking energy D0 is given by

D0 ¼
b2

2
k ¼

b2

2
14:4

eV

Å

c VAVXð Þ
1=c

Rmin nAnXð Þ
1=2
; ð7Þ

where k, the force constant of the Morse potential at Rmin,

depends on the oxidation states of the cation and anion, VA

and VX, as well as on the principal quantum numbers of the

cation and anion, nA and nX. The numerical factor in equation

(7) originates from the vacuum permittivity, and the constant c

= 1 if the cation A is an s- or p-block element or c = 2 if it

belongs to a d- or f-block element.

While both Coulomb attraction and Born repulsion are

included in the bond valence and hence in the Morse potential

term, Coulomb repulsions among cations or anions are not

needed for the originally intended use of the bond-valence

method as a simple plausibility check of a crystal structure. For

an application of the approach as an atomistic force field, the

inclusion of Coulomb repulsions is obviously indispensable. In

order to maintain the local nature intrinsic to the bond-

valence approach, and thus its high computational efficiency,

screened charges are used here. The repulsive term for a

cation–cation (or anion–anion) distance R is thus, by analogy

with the real-space term of the Ewald sum, given by

ECoul ¼
q1q2

R
erfc

R

f r1 þ r2ð Þ

� �
: ð8Þ

Here, q is the effective charge carried by the ion, r is the

covalent radius of the atom, erfc(x) denotes the complemen-

tary error function, and f is a tuneable screening factor that

determines the extent to which the Coulomb interaction is

screened so that the Coulomb attraction treated as a part of
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the bond-valence term and the separately treated Coulomb

repulsions remain balanced. Similar approaches have been

particularly widely used in simulating inorganic glasses (see

e.g. Zirl & Garofalini, 1990). The effective charges q on each

ion are simply estimated according to equations (9a) and (9b),

ensuring both that the effective charge factors in the screening

effect of core electrons and that the compound is overall

electroneutral:

qX;i ¼
VX;i

nX;i

� �1=2

P
j

VA;jNA;j

nA;jð Þ
1=2P

i
VX;iNX;i

nX;ið Þ
1=2

2
64

3
75

1=2

; ð9aÞ

qA;j ¼
VA;j

nA;j

� �1=2

P
i

VX;iNX;i

nX;ið Þ
1=2P

j

VA;jNA;j

nA;jð Þ
1=2

2
64

3
75

1=2

: ð9bÞ

The summation in equations (9a) and (9b) is performed over

all anions Xi and all cations Aj, where the indices i, j refer to all

types of anion and cation and in the compound, and NX, i , NA, j

are the total numbers of anions or cations of the respective

type i or j in the unit cell. If equations (9a) and (9b) lead to

charges exceeding the respective oxidation state of Xi or Aj ,

the resulting charges are scaled down to keep the absolute

value of the charges less than or equal to the absolute values

of the oxidation states.

Though both the Morse term and the Coulomb repulsion

normally converge well within the pre-defined standard cut-

off distance of 10 Å, both terms are energy shifted to prevent

any step-like change in the potential at the cut-off value. This

means that, for each interaction, the corresponding interaction

for R = 10 Å is subtracted.

The screening term of equation (8) introduces a new

structure-specific parameter f, named the screening factor.

Initially, this screening factor was either derived from pressure

minimizations through molecular dynamics simulations

(which requires a set of preliminary dynamic calculations for

each compound) or estimated using an empirical formula

based on such pressure minimizations for a reference set of

oxides (which turned out not to be reliable enough for

extending the application to structures containing other

anions). In the present version of the software we therefore

chose to calculate it in a way that is both fast and automatic, as

required for high-throughput applications, but which retains

adjustment to the individual compound. This is achieved by

minimizing the diagonal element of the stress tensor. This

approach is found to be fast and leads to more reliable results

than the previously employed empirical estimate of f, as long

as the underlying crystal structure model is plausible (as

indicated by a sufficiently low GII value) and approximately

represents a model of the local structure. It should, however,

be noted that the static nature of this approach entails minor

variations in the screening factor for the same chemical

composition, depending on the atomic arrangement. If this is

deemed to be unsuitable, e.g. in comparing the energy land-

scapes in different structure models of the same compound, a

user-supplied fixed value of f can be enforced. The program

also provides the tools to conduct a simple geometry optimi-

zation first, which is particularly recommended for less reliable

structure models characterized by high GII values.

It should be noted that the above estimation of the repul-

sive energy is coarser than the assessment of the bonding

energy, but the absolute magnitude of the screened repulsive

energy is typically one order of magnitude smaller than that of

the bonding energy, allowing for a somewhat simplified

approach while maintaining acceptable accuracy of the total

energy. It should be emphasized that the softBV formulation

(and therein particularly the screening factor of the Coulomb

charge estimation, the bond-softness equalization method and

the influence of coordination numbers on Rmin) strictly

speaking creates a unique force field for each compound. As a

result, detailed comparisons of absolute energies resulting

from this method may be restricted to compounds with closely

similar immobile sub-structures. This condition should

certainly be met if the only change in the structure is the

relocation of a mobile ion, which makes this force field

particularly suitable for the study of ion transport in solids.

3. Software architecture

In order to perform an automatic analysis of the properties of

various materials from local structure models (such as

experimental crystal structures, ab initio simulated structures,

local structure models for glasses etc.) using softBV force-field

methods, a software tool has been developed under the same

name, softBV, within our group. It comprises the necessary

routines for basic tasks and these are discussed in this section.

While in this work we focus on the functionality of the

command-line version of the software, a graphical user inter-

face is being developed in parallel and will be described

separately (Chew et al., 2019).

3.1. Modular software design

As shown schematically in Fig. 1, the software is designed as

a modular library, with a small number of core transparent
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structures, an in/out library handling structural files, and some

core application programming interfaces defining operations

on these structures. Actual functionalities are organized into

their own modules built on top of the core libraries. The

software is coded in ANSI C under the standard C99. The

reason for choosing C99 is that the availability of boolean

types therein makes the source code more easily readable, and

the native extension to complex-number types simplifies

routines employing Fourier analysis.

It is worth mentioning that the exploitation of symmetry

information in generating the energy isosurface is crucial, as

the time required to generate isosurfaces of constant site

energy for mobile ions is typically shortened by one to two

orders of magnitude, if symmetry information from the input

structures is utilized.

In order to prevent unnecessary barriers to using our new

software tool, we have built on commonly utilized input and

output file formats: input and output structure files use the

Crystallographic Information Format (CIF) (Hall et al., 2005)

as a universally accepted and readily available format to

document the structures of inorganic solids. It is particularly

advantageous that the oxidation state of each atom is an

intrinsic documented property in the CIF. If the oxidation

state is not specified in the input CIF file, the program just

assumes default oxidation states for the elements present, but

does not conduct elaborate plausibility checks for the

applicability of these default values in the specific compound.

Thus, the user should ensure that the oxidation states of all

ions are indicated. Non-integer oxidation states will be

converted internally by the program to partial occupancies by

a mixture of ions of that element with the nearest integer

oxidation states.

Site energies for the mobile ion are stored as a discrete

representation of a field in the GAUSSIAN16 cube file format

(Frisch et al., 2016). A wide range of popular software tools are

already available to visualize isosurfaces of constant bond-

valence site energy superimposed on structure models from

such cube-format grid files, including e.g. the commercial

Materials Studio (Dassault Systèmes BIOVIA, San Diego,

California, USA), or VESTA (Momma & Izumi, 2011) which

is freely available for non-commercial applications. For further

pieces of information logged by the software, the comma-

separated values (csv) format is used so the information can

be conveniently handled not only by the associated user

interface (Chew et al., 2019) but also by standard data-analysis

software or be integrated into user-defined scripts.

3.2. Available functionality

3.2.1. Bond-valence sums. The most basic function of the

software includes the checking of the bond-valence sums on

each ion in a given structure, provided that the corresponding

softBV bond-valence parameters exist in the program’s built-

in database. The latter is largely identical to the softBV

parameters, including expected coordination numbers,

recently published by Chen & Adams (2017). The bond-

valence approach presumes that the bond-valence sum should

match the oxidation state of the considered ion. In practice,

there is always a minor deviation, which is expressed as the

GII. The larger this GII value is for a compound, the less

plausible is the structure model or the less structurally stable is

the compound. A GII value larger than 0.2 is commonly

assumed to indicate a plausibility issue for the structure

model, unless there are special reasons (high-pressure struc-

tures, extremely high temperatures, chemically strained

structures) explaining the deviating bond lengths (Brown,

2009). It may be noted in passing that heavier ions tend to

have a higher impact on the GII, so a scaling by the principal

quantum number ni in a modified stability index MII as shown

in equation (10) might lead to a more appropriate judgment of

structural plausibility (Adams, 2014):

MII ¼

PN
i¼1

P
j sij � Vi

� �2

ni N

" #1=2

: ð10Þ

Still, for the time being the more widely employed GII is

implemented in the software.

3.2.2. Generation of bond-valence site energy landscape
for a mobile species. The software, upon importing the crystal

structure data of interest from a CIF file and indicating the

mobile species to be assumed, divides the unit cell of the

structure into a uniformly separated grid. It then calculates the

interaction energy for a probe ion of the indicated mobile

species placed at any of the grid points with the whole struc-

ture except for other ions of the same type. This interaction

energy is termed the bond-valence site energy (BVSE). In

order to ensure that the BVSE values at common special

positions in a crystal structure (at fractional coordinates 0, 1/2,

n/3, n/4, n/6, n/8, n/12) are explicitly included as grid points, the

software adjusts the default value (0.1 Å) or user-specified

value of the grid resolution slightly to enforce the number of

grid points in each dimension to be always a multiple of 24.

The resulting array of BVSE values at each grid point forms a

discrete representation of the energy landscape that is then

stored in the above-mentioned cube files and used in a variety

of subsequent analyses.

We are aware that the popular approach in DFT analyses of

ion-migration barriers is to predefine the start and end points

of the ion-migration step and apply the nudged elastic band

(NEB) method (Mills & Jónsson, 1994) for assessing the

migration barrier between these points. Two issues should be

addressed with the application of the NEB method:

(i) The determination of the initial and final structures is

often not justified;

(ii) The chosen path along which the NEB method is

performed may not be the critical path that controls the

overall activation energy of ion migration.

The advantage of our comprehensive analysis of the entire

energy landscape is that it automatically generates a complete

picture of the conduction pathway. While with respect to the

energy-barrier height values along a given pathway segment it

is arguably not as accurate as the DFT NEB method, our

approach reveals all the paths that exist for the given structure

model and allows for an approximate assessment of the rela-
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tive height of the barriers, which should be sufficient to pre-

screen databases of crystal structures and provides the

necessary basis for further refinement of the relevant paths in

shortlisted candidate structures by more precise methods.

As mentioned above, a screening factor needs to be

provided as an additional parameter to calculate the repulsive

energy. The originally chosen approach of running a separate

set of constant volume constant temperature (NVT) mole-

cular dynamics (MD) simulations with varying screening

factors to identify the screening factor that leads to zero

pressure yields reliable results, but turned out to be a too-

lengthy process for screening applications, whereas an

empirical prediction of f values based on MD simulations for a

set of reference structures turned out not to be reliable

enough. Therefore, the screening factor f is, in the current

version of softBV, estimated automatically by varying it

iteratively to achieve a pressure close to zero in fast static-

pressure relaxation calculations. As shown in Fig. 2, screening

factors obtained in this way agree reasonably well with those

obtained via MD for the same set of reference compounds

with low GII.

In our software, the automatic calculation of the screening

factor is triggered by default whenever a calculation of energy

is required. Sometimes this might not be possible (e.g. due to a

lack of bond-valence parameters for interactions within the

immobile sub-structure), and in these cases a default value of f

= 0.75 is enforced. An automatic calculation may also not be

desirable, if different structure models of the same compound

are to be compared. In these cases the user can supply a

common fixed screening factor for all structures to be

compared. It may be noted that applying the above static

method of estimating f to incorrect structure models (with a

high GII) will lead to a stronger bias on the f value than if f was

refined from a series of MD simulations, as the structure

model is not optimized at the same time. In such cases it may

be advisable to recalculate f after a geometry optimization.

For crystal structures representing average structure

models, including partially occupied alternative sites for the

same ion that cannot be occupied in the same unit cell (e.g.

average structures of ferroelectric multidomain crystals), the

fictitious interaction between the partially occupied sites

would bias the calculation. Unusually low values of f that may

result from such a bias are replaced by a default value of

f = 0.75 and a warning is issued.

3.2.3. Geometry optimization and NEB. Since the deter-

mination of the screening factor requires an internal imple-

mentation of some geometry-evaluation routines, we extend it

into a module capable of some simple geometry-optimization

tasks. Firstly, a relaxation of the atomic positions using the

steepest descent method with the softBV force field can be

performed. While in principle the unit-cell size and shape

might be relaxed, two-body force fields generally have little

shear resistance. Therefore, at this point only the unit-cell

lengths are relaxed, while the unit-cell angles are fixed. In this

geometry optimization it is possible to fix certain ion positions.

This is achieved by editing the input CIF file to add an addi-

tional refinement flag for each ion. Note that in that case the

energy output will not include the interactions among the

immobile ions. This setup also proves useful in calculating

surface energies.

Our program also includes a simple implementation of the

NEB routine (Mills & Jónsson, 1994) that accepts two input

structures as initial and final images, and interpolates to create

initial guesses of sampling images. This routine was included to

verify the correctness of the scaling due to relaxation, as well

as to facilitate a comparison of the BVSE findings on migra-

tion pathways with the NEB results from DFT simulations.

Since the NEB method is based on the energy of specific

atomic arrangements of the mobile species at the starting and

target sites, while the energy-landscape analysis eliminates the

influence of repulsions among the mobile ions, comparing the

softBV NEB results with the BVSE energy-landscape results

may also be used to assess the influence of repulsions among

the mobile ions on the migration barriers. As the NEB

approach requires manual manipulation of the local site

occupancies as well as manual selection of the start and end

points, it appears less suitable for the intended database-

screening applications.

3.2.4. Automated path analysis of the energy landscape.

While cube files can be directly visualized to identify low

energy-barrier migration pathways, it is convenient, especially

for high-throughput screening, to design an algorithm that

reduces the energy isosurface to pathways, so that equilibrium

and interstitial sites and their connectivity via transition states

can be clearly identified without the need for human inter-

vention. The general idea behind this algorithm is first to

identify voxels in the energy landscape that are local minima

or saddle points, and then to connect them by tracking from

saddle-point voxels to minima voxels.

As illustrated in Fig. 3, each voxel is analysed with respect

to its surrounding 26 voxels [eight voxels in this two-

dimensional (2D) example]. These 26 environment voxels can

be categorized into two groups according to whether their

energy is (i) higher than or equal to, or (ii) lower than that of

the central voxel. Each group is further broken into clusters in

such a way that voxels from distinct clusters must not share
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Figure 2
The correlation between screening factors determined from a series of
molecular dynamics simulations and from static-pressure variation for a
set of 32 Na compounds with GII < 0.10.



any face or edge (ignoring common faces or edges with the

central voxel). If the central voxel is surrounded by only one

higher energy cluster, it is clearly a local minimum. If it is

surrounded by two lower clusters and at least one higher

cluster, it is a typical saddle point that connects two local

minima. A general pathway point is a voxel surrounded by one

higher cluster and one lower cluster. Other situations are

possible, such as a saddle point that branches to three or more

paths, each leading to some local minimum. However,

according to our experience with many real structures tested,

this rarely happens except in high-energy regions, which do

not affect ion migration in practice.

From each saddle-point voxel with two (lower energy

cluster) branches, we can travel to the voxel of lowest energy

within each of the two lower energy clusters. Continuing this

process until we finally reach a local minimum, all voxels

traversed form a continuous path that connects the saddle

point to two local minima. The section of a path connecting

two local minima via a saddle point is termed a pathway

segment. With all pathway segments identified, a topological

graph is generated from the energy isosurface, where vertices

represent local minima (sites that may be occupied) and edges

represent saddle points that connect two local minima

(hopping trajectory between sites). As an example, Fig. 4

shows the Li+ paths in Li5La3Ta2O12 (Thangadurai et al., 2004;

Cussen, 2006). The analysis demonstrates that, in this garnet-

related solid electrolyte, a low-energy migration path is

formed based on alternating hops between tetrahedrally

coordinated Li(1) and octahedrally coordinated Li(2), while a

much higher energy barrier is required for direct Li(2)–Li(2)

hops. Fig. 4(d) also shows the energy profile for an NEB

analysis of possible hops between Li(2) atoms, and the lowest

energy pathway is accordingly observed to be the pathway via

the Li(1) site. Note that the overall migration barriers found

by both approaches are nearly identical, while the detailed

energy profiles differ, mostly because of the specific charge

distribution that had to be assumed in the NEB calculation.

Here, effectively, the partial occupancy of Li(1) was retained

in the NEB calculations, so that the energy profile includes the

displacement of the Li on the Li(1) site and therefore does not

exactly reach the local minimum for a vacant Li(1) site that is

observed in the energy-landscape analysis.

Besides information on which local minima are connected

to which saddle points, and the corresponding bond-valence

site energies and fractional coordinates, another crucial

property to be obtained for saddle points during their iden-

tification is their index. The index of a saddle point or of the

corresponding path segment is defined as the net number of

times the path segment crosses the periodic boundary of the

unit cell. This number is an integer and can be negative, which

means the crossing happens in the reverse direction to the

direction arbitrarily defined as positive. When a path crosses

the boundary of the unit cell in the positive direction, the

index is increased by one; when it crosses the same boundary

in the reverse direction, the index is decreased by one. Since

the boundaries for each unit cell correspond to the three

principal directions, the path index is effectively an array of

three integers, each evaluated independently by the protocol

discussed above. The method is applicable to all types of path,

regardless of their exact shape and of how many times they

cross boundaries.

Each migration pathway network can be represented by a

cycle in the conduction graph. Such a cycle always carries

three indices, which are the sums of the respective indices of

each of its constituent pathway segments. Obviously, any cycle

with at least one of its three indices non-zero is equivalent to a

one-dimensional (1D) percolating network that can be

represented in a unit cell, and any cycle with all three indices

zero is a non-percolating network that confines the ion locally.

When two 1D networks meet at some point and their indices

are not parallel, or more accurately their index arrays span the

whole 2D linear space, a 2D pathway network is formed. This

conclusion can be readily extended to three dimensions,

defining the 3D network as a set of 1D networks that are

connected and whose index arrays span the 3D linear space.

Analysing all cycles in the conduction graph would enable

us to identify the shape of all percolating networks. However,

finding all simple cycles in a graph is at least a ‘non-

deterministic polynomial-time hard’ (NP-hard) problem

(Leeuwen, 1998) whose complexity grows exponentially with

the size of the graph. A preliminary test of a structure with a

volume of about 1000 Å3, a rather common size for unit cells

of inorganic crystal structures, consumes more than 4 GB

memory and fails to reach its end after two days on a typical

desktop PC, using Johnson’s algorithm for searching cycles

(Johnson, 1975). Such performance is unacceptable for a

screening tool and alternative methods are needed to analyse

the percolating networks. One currently implemented method

is still based on the composition of cycles. The idea for

handling the complexity explosion is to select a small number

of cycles for the analysis in the way mentioned above, instead

of surveying all the cycles. To do so, a random spanning forest

of the conduction graph is generated first, containing all

vertices V in the graph and V� k edges, where k is the number

of connected components in the graph. By adding any one of

the remaining E � V + k edges to the forest, a unique cycle is

formed. In total only E� V + k cycles are kept in the memory,

which is a manageable number. Every combination of two

such cycles is tested for the formation of a 2D network, and
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Figure 3
A schematic drawing of the clustering environment of a central saddle-
point voxel C in a 2D plane. (a) The energy values of each voxel. (b) The
surrounding voxels classified into two lower energy clusters L1 and L2,
and two higher energy clusters H1 and H2.



every combination of three is tested for a 3D network. This is

not an accurate way of evaluating the true percolation

thresholds of the structure, because a large number of cycles

are left out. In practice it is able to report the actual perco-

lation thresholds for most but not all compounds, and at least

it provides an upper limit for each percolation threshold. An

alternative percolation analysis approach that addresses the

limitations of the percolation analysis method adopted in

softBV will be discussed elsewhere (Wong et al., 2019) and

implemented in the user-interface version softBV-GUI (Chew

et al., 2019).

3.2.5. Automatic analysis of attempt frequencies in the
energy landscape. Apart from the height of the energy

barriers along the conduction pathways and the site-occu-

pancy distribution, another factor affecting the absolute

conductivity is the attempt frequency for hops of the mobile

ion depending on the energetic environment of the local

minimum. To gain some insight into the different attempt

frequencies of the same ion at different sites, softBV includes

the option of conducting a Fourier transform analysis of the

generated energy landscape. With the assumption of harmonic

oscillation at the bottom of each potential well, the attempt

frequency can be related to the second derivative of force by

� ¼
1

2�

k

m

� �1=2

; ð11Þ
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Figure 4
An example of a bond-valence site energy isosurface and conduction pathway graphs generated from the crystal structure of a garnet-type Li+ ion-
conducting solid. (a) The crystal structure of Li5La3Ta2O12 (LLT). Brown octahedra represent TaO6, blue atoms represent La3+ and green atoms
represent Li+. (b) The isosurface of constant Li+ bond-valence site energy 0.4 eV above the site energy of the lowest energy Li+ site. Green spheres mark
the local BVSE minima representing possible Li+ sites. (c) The topology of the Li+ migration pathways in LLT. Green spheres, corresponding to the
BVSE minima, indicate the nodes of the pathway network and dotted lines indicate the pathways. (d) A reaction pathway diagram (blue triangles)
showing that the 3D pathway network in LLT is based on hops between Li(1) and Li(2) sites with a barrier <0.4 eV, while additional direct hops between
Li(2) sites require overcoming a 0.8 eV higher barrier. For the percolating Li(2)–Li(1)–Li(2) path, green triangles show the corresponding NEB
migration-barrier analysis. The NEB analysis finds essentially the same overall migration barrier, though the path differs in its details as, in contrast with
the energy-landscape analysis, it factors in Li–Li repulsions for the specific Li occupancy of the manually selected start and end models.



where m is the mass of the conducting ion and k is the spring

constant or second derivative of the energy.

In order to work out the second derivative of the energy, it

is necessary to differentiate the discrete representation of the

energy field. While it is possible to rely on the finite-

displacement method, since the analytical formula for the

energy is known, this would couple the generation and

analysis of the energy field, which would complicate updating

and maintenance of the software, as well as limit the ability to

analyse energy fields generated by other tools.

Therefore, we chose to determine the frequency via Fourier

analysis with the aid of the FFTW3 package (Frigo & Johnson,

2005). Following differentiation in Fourier space, the Hessian

matrix can be constructed at each grid point. Combined with

the first derivatives, the eigenvalues of the Hessian matrix

suggest whether a point is a critical point, and if so which type

of critical point it belongs to. In addition, each eigenvalue

indicates a vibration frequency, associated with an eigenvector

indicating the direction of the vibration. Therefore, the rele-

vant vibration frequency will differ along different paths

connecting to the same local minimum. It is hard to verify this,

as experimental vibration frequencies are usually reported as

a single average number or as a direction, but not as a site-

dependent dispersion curve. Since the lowest vibration

frequency usually corresponds to the lowest barrier (Meyer &

Neldel, 1937), we consider the lowest vibration frequency to

dominate over all other frequencies.

In order to validate whether our routine yields plausible

predictions, vibration frequencies in a number of binary

compounds whose bond-valence parameters are available in

the softBV parameter set are now calculated and compared

with a compilation of experimental results (Bilz & Kress, 1979)

or ab initio computational results. Two sets of experimental

vibration frequencies are used: the transverse optical mode !to

is extracted from the lowest non-zero point along the �
direction in the dispersion curve, while the longitudinal optical

mode !lo is the highest point. Different patterns of combining

eigenvalues into frequencies fitted against experimental values

are explored, and we find that !to is most reliably fitted to the

minimal eigenvalues among the six eigenvalues from both

cation and anion, and !lo is best fitted to the geometric

average of the combined frequencies given by

!low¼ 2 min
min kc;1;kc;2;kc;3

� �
mc

� �1=2

;
min ka;1;ka;2;ka;3

� �
ma

� �1=2
( )

;

ð12Þ

!high¼
kc;1

� �1=2
þ kc;2

� �1=2
þ kc;3

� �1=2

mcð Þ
1=2

ka;1

� �1=2
þ ka;2

� �1=2
þ ka;3

� �1=2

mað Þ
1=2

" #1=2

;

ð13Þ

where kc, i is the ith eigenvalue from cation vibration, ka, i is the

ith eigenvalue from anion vibration, mc is the mass of the

cation and ma is the mass of the anion. When fitting !low

against !to, the calculated frequency is about half the litera-

ture value, which is compensated by the factor 2 in equation

(12). This might be due to the twofold minimization in this

equation, which implies that only one frequency along one

direction is used, thus systematically underestimating the real

vibration frequency. When fitting !high against !lo, the slope of

the linear correlation is almost one, since all three eigenvalues

are factored in.

Since one might suspect that the vibration frequency is

simply controlled by the mass of the ions in the system rather

than by the energy landscape, in Fig. 6 we fit the vibration

frequency to the literature data as purely mass dependent by

assuming a constant eigenvalue for all compounds. The virtual

fixed eigenvalue is adjusted so that the slope of the regression

line is equal to unity in order to facilitate a comparison of the

resulting scatter with the corresponding graphs in Fig. 5. A

tendency can still be seen but the scatter in Fig. 6 is much

wider, so clearly both the ion mass and the energy landscape

play a significant role in determining the vibration frequency.

3.2.6. Towards estimation of absolute ionic conductivity.

The most relevant functional property to be derived from the

structure of an ion-conducting solid is, after all, its ionic

conductivity. The software tool described here enables us to

identify from a crystal structure:

(i) Equilibrium sites and interstitial sites for the mobile ion,

(ii) Their respective site energies and occupancies,

(iii) The topology of the relevant migration paths in the

energy landscape,

(iv) The migration barriers along these paths.
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Figure 5
(a) The calculated frequency !low according to equation (12) versus the
literature frequency transversal optical frequency !to. (b) The calculated
frequency !high according to equation (13) versus the literature frequency
longitudinal optical frequency !lo.



This encourages a trial to estimate directly the absolute

value of the ionic conductivity at a given temperature from the

structure model. As our aim is to design a tool that is suffi-

ciently fast to allow for high-throughput screening, we based

this attempt on the rejection-free KMC algorithm (Bortz et al.,

1975; Gillespie, 1977) where the procedure is generally as

follows.

(i) Construct a directed graph of conduction where each

vertex represents a site (interstitial or equilibrium) and each

edge represents a pathway joining two sites, whose weight is

the migration barrier (Em + �E). Herein, Em is the constant

contribution to the migration barrier from the bond-valence

site energy landscape, i.e. the contribution from interactions of

the mobile species with the immobile sub-structure, while �E

refers to the difference between the repulsion that the selected

mobile atom feels at the starting point and at the bottleneck

towards the target site from interactions with all other ions of

the same mobile species.

(ii) Generate a supergraph corresponding to a supercell

where each lattice parameter is at least 25 Å.

(iii) Assign sites of lowest energies occupied and perform an

equilibration phase.

(iv) Run the KMC and, at each step, adjust the migration

barrier based on the repulsion energy from the instantaneous

arrangement of mobile ions on nearby occupied sites.

(v) For hops to vacant target sites, calculate the transition

rate based on the Arrhenius equation,

p ¼ ! exp �
Em þ�E

kBT

� �
; ð14Þ

where p refers to the transition rate from site i to site j, ! is the

vibration frequency, Em + �E is the effective migration

barrier, kB is the Boltzmann constant and T is the tempera-

ture. To calculate the vibration frequency !, each eigenvector

is projected onto the direction of the path segment, and the

dot product is used to scale the corresponding eigenvalue. The

sum of the three scaled eigenvalues yields !.

The conductivity � is then calculated from the Nernst–

Einstein equation,

� ¼
ðzeÞ2cD

kBT
; ð15Þ

where � refers to the ionic conductivity, z is the oxidation state

of the conducting ion, e is the electronic charge, c is the

concentration of the conducting ion and D is the diffusion

constant,

D ¼
x2
	 

6t
: ð16Þ

Here, t is the time and hx2
i is the mean-square displacement

averaged over all ions of the mobile species. It should be noted

that the assumption of validity of the Nernst–Einstein rela-

tionship implies that subsequent hops are assumed to be

uncorrelated, which in detail will not always be the case.

3.2.7. Surface-energy calculation. Considering the relative

simplicity and low computational cost of our force field, it can

be employed for certain tasks that require intensive resources

when DFT methods are used. One such task is the determi-

nation of the surface index given a bulk structure. The

ordinary procedure for calculating the surface energy of a

particular index is:

(i) Perform a relaxation of the bulk structure and obtain the

bulk energy per formula unit Ebulk ;

(ii) Construct a slab of surface area A along the given index

of at least 20 Å, where the positions of the atoms in the lower

10 Å are fixed, while those in the upper 10 Å are allowed to

relax;

(iii) Reduce the electric dipole moment of the slab as far as

possible by moving some ions from the mobile surface to the

immobile one or vice versa (Tasker, 1979), generating a

number of reconstructed surface structures;

(iv) Perform a relaxation and calculate the total energy

minus the energy among the immobile part, then divide by the

number of formula units in the mobile part to give Eslab. The

surface energy is then given by

Esurface ¼
Eslab � Ebulk

A
; ð17Þ

where all variables are normalized by the number of formula

units.

This is somewhat different from the formula employed in

DFT calculations, where the double-slab technique is
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Figure 6
(a) The calculated frequency !low versus the literature frequency
transverse optical frequency !to. (b) The calculated frequency !high

versus the literature frequency longitudinal optical frequency !lo. The
globally fixed eigenvalues are chosen to ensure a slope of exactly one for
both cases.



commonly used. There, the two surfaces of the slab are chosen

to be symmetric and the whole slab is allowed to relax so that

Esurface involves dividing by 2A (Sun & Ceder, 2013). This is

because the energy calculated using DFT cannot be assigned

to individual atoms and therefore much larger structures are

required.

4. Application examples

4.1. Benchmarking of energy barriers predicted by softBV

The energy barriers estimated by the softBV method are

conceptually migration barriers, though they may include the

defect-formation step, if the BVSE for the saddle point of a

Frenkel defect formation is lower than the BVSE of the

highest energy saddle point along the lowest energy perco-

lating path. The most readily available experimental compar-

ison data are based on the temperature dependence of ionic

conductivities determined by impedance spectroscopy, but the

activation energies resulting from these data are sums of

migration barriers and defect-formation energies. The avail-

able literature data on experimental activation energies are,

however, severely biased towards compounds with relatively

low defect-formation energy barriers and intentionally or

unintentionally doped materials, where no defect formation is

necessary. The most straightforward comparison for the

softBV values is thus with migration barriers determined by

NEB analysis in a series of DFT calculations where available.

As seen from Fig. 7, in general there is good agreement

between the migration energies predicted by BVSE and DFT

methods. Still, it may be cautioned that, for some compounds

with an extremely high concentration of the mobile species (so

that the actual site energy is dominated by the interactions

among the ions of the mobile species), the softBV approach

tends somewhat to underestimate the barriers. For the same

reason, the approach is more reliable for estimating the

mobility of cations than for estimating anion mobility in the

common case where large anions control the overall packing

of ions in a structure. At very high migration barriers > 1 eV,

which are irrelevant for practical applications anyway, there

seems also to be a tendency that the BVSE underestimates the

barriers, as such high energy barriers can only be overcome by

extensive structural relaxation of the host structure. It may

also be noted that, among the Mg compounds in Fig. 7, one

refers to an experimental data point by Anuar et al. (2014)

reporting an extremely low migration barrier of 0.1 eV for

Mg2+ in the NaSICON-type structure Mg0.5Zr2(PO4)3, which is

not in line with either our BVSE model (Emig ’ 0.4 eV) for

this monoclinic LT-NaSICON phase nor with the low magni-

tude of the conductivity observed in the same work.

For the case of silver ionic conductors, where abundant

experimental literature data are available from vibrant

research activity in the 1970s to 1990s, but hardly any DFT

data, Fig. 8 shows a comparison of effective migration barriers

from our BVSE models with experimental activation energies.

For this purpose the migration barrier for 3D percolating

paths was assumed to be the effective migration barrier, unless

the migration barrier for 2D percolating paths was < 2/3 of the

3D barrier, and the barrier for a 1D percolating path was only

assumed to be the effective migration barrier if the barriers for

2D and 3D percolating paths were at least 2.7 times higher.

Unexpectedly, the quality of the correlation in Fig. 8 is

comparable with that between the DFT- and BVSE-based

migration barriers in Fig. 7. It should be cautioned that this

probably just means that the available experimental Ag+

conductivity data almost exclusively refer to compounds

where the (Frenkel) defect-formation energies are either small

or are included because they occur along pathways within the

observed migration paths, as explained above.
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Figure 7
Comparison of migration barriers in (a) 57 Li+ ionic conductors and (b)
19 Mg2+ ionic conductors from our BVSE models with literature DFT
NEB data. Dashed lines in each of the graphs indicate a 1:1 correlation
and solid lines are polynomial fits to the data. The graph for Mg2+ is a
redrawn and extended version of data previously published by Nishitani
et al. (2018).



4.2. Correlation between energy barriers and absolute
conductivities

In a simplistic model of an otherwise defect-free solid,

where the ionic conductivity relies on the motion of one type

of mobile ion of concentration cion via a single type of

uncorrelated jump (of distance a with direction-independent

attempt frequency �0) on a regular percolating path of

dimensionality d with a concentration csites of equivalent sites

for the mobile species, the expected conductivity is given by

equation (18) under the additional assumption that the

exponential terms containing the defect-formation enthalpy

�Hdef and entropy �Sdef, and the migration enthalpy �H6¼ =

Emig and entropy �S 6¼(d), are high enough that only a small

fraction of the attempted hops are successful:

� ¼
cion 1� cion

csites

� �
z2F2a2�0

2dRT
exp

�S 6¼ðdÞ þ �Sdef

2

R

� �

� exp �
�H 6¼ þ �Hdef

2

RT

� �
: ð18Þ

Here R is the universal gas constant. Equation (18) further

implies that a site can only be occupied by one ion at a time

and that hops to occupied sites are a priori unsuccessful, which

is obviously not always the case as it would rule out the often

crucial interstitialcy mechanism. Writing the activation

entropy as �S 6¼(d) here emphasizes that its value will depend

on the pathway dimensionality, so that in general the

conductivity � for a given migration barrier will increase with

the dimensionality of the pathway network (i.e. with the

number of potential target sites) despite the d in the

denominator of the prefactor. The condition that only a small

fraction of the hops should be successful in this model factors

in that the Arrhenius-type exponential dependence of the

success rate on the barrier height is itself a large-barrier

approximation, while a more general treatment may require a

Fermi–Dirac type correlation between site energy and site

occupancy, as visible e.g. from the apparent decrease in acti-

vation energy commonly observed in high-temperature data

of superionic compounds (Adams, 2000).

In reality, the average jump distance, attempt frequency,

concentration of mobile ions, activation entropy, defect-

formation enthalpy and entropy, and effective pathway

dimensionality will – at least in a statistical sense – exhibit

some degree of correlation with the effective migration

barrier, the considered direction etc., rendering the prediction

of an absolute conductivity at a given temperature (e.g. room

temperature) a complex problem. From a purely empirical

point of view, one may try to circumvent this issue and instead

indicate an expected range of conductivities based on existing

data of other solid electrolytes with the same mobile ion. In

Fig. 9 the literature data on the observed or extrapolated

experimental room-temperature conductivities for 265 Na+

ionic conductors are plotted against the reported effective

activation energy.

For the simplified model, a scatter around a linear variation

with slope �1 would be expected, but the experimental data

seem to cluster around two limiting activation-energy depen-

dencies that can each be approximated by the functional form

of equation (19) that could be used as a smooth ‘activation

function’ in a neural-network property predictor:

ln �RTð Þ ¼ a1 � a2

Eact

kBT
� a3 ln 1þ exp

Eact

kBT
� a4

� �� �
: ð19Þ

Here, a1 represents the limiting ionic conductivity for migra-

tion barriers that are low compared with the thermal energy,

�a2 and (�a2 � a3) represent the limiting slopes in the low

and high migration-barrier domains, respectively, and a4

represents the threshold activation-energy barrier between
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Figure 8
Comparison of migration barriers in 112 Ag+ ionic conductors from our
BVSE models with literature data of experimental activation energies.
The dashed black line indicates a 1:1 correlation and the solid coloured
line is a linear fit to 109 of the data marked by diamond symbols, omitting
three outliers (marked by circles): Ag3YCl6, with a barrier that is
considerably higher than the reported activation energy, and two high-
temperature structure models of superionic HT-Ag2S, for which the
BVSE model predicts even lower migration barriers than observed
experimentally.

Figure 9
The correlation between the experimentally observed activation energies
of 265 Na+ ion-conducting solids and the observed (or extrapolated)
room-temperature conductivity �RT. The two dashed lines are guides to
the eye according to the four-parameter equation (19).



the two domains. The equation can be understood as a

generalization of the softplus activation function y = ln[1 +

exp(x)] (Dugas et al., 2000) or as a differentiable approximant

to a ‘leaky’ rectifying linear unit y = min(a1x, a2x). In the

example of the Na+ conductors in Fig. 9, a4 for both fits

corresponds to an activation energy of ca 0.4 eV and a1 to a

limiting room-temperature conductivity of about 30 mS cm�1,

and the limiting slopes are about 0.2–0.35 in the superionic

regime or 0.8–1.2 for higher activation energies. It is tempting

to identify the limiting slopes of this generalized activation

function with extrinsic conductivities for which Eact is deter-

mined by the migration barriers alone and with intrinsic

conductivities where significant defect-formation energies

affect Eact , but in many cases the literature data cannot be

unambiguously assigned to either case. Still, the deviation of

the magnitude of the average slopes from unity demonstrates

some degree of correlation between the pre-exponential

factor and the effective activation energy. The magnitude of

the slope is clearly below unity in the superionic low migra-

tion-barrier region, yet can be below or above unity for the

high activation-energy domain.

4.3. KMC analysis of energy landscape and conduction
pathways

From the empirical considerations in the previous section, it

may appear obvious that the derivation of the absolute

conductivity at a given temperature from the structure and

BVSE energy landscape can, in the best case, only be

approximate and to achieve that would have to account for a

multitude of possible complex transport mechanisms. In order

to illustrate how, in principle, the energy landscape can be

constructed and analysed by the softBV software, argyrodite-

type Li6PO5Cl is used as an example. Lithium argyrodites

Li7�xPS6�xXx (X = Cl, Br) are known to be fast Li+ conductors

with high ionic conductivities (Deiseroth et al., 2008; Raya-

varapu et al., 2012) that can be used as solid electrolytes in all

solid-state batteries (Chen & Adams, 2015), but they are

structurally only metastable and are unstable against hydra-

tion (Chen et al., 2015). A natural approach to enhancing the

stability would be to move from sulfides to the corresponding

oxides. Indeed, Kong et al. (2010) were able to synthesize and

characterize Li6PO5Cl, which turned out to be anion-ordered

and a poor conductor. In this section, the calculation of ionic

conduction properties based on the experimental structure

and softBV method is performed and the results are compared

with the experimental data.

As the isosurface of constant BVSE(Li+) in Li6PO5Cl in

Fig. 10 demonstrates, all experimentally observed Li positions
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Figure 10
(a) A polyhedral representation of the structure of Li6PO5Cl. (b) Isosurfaces of constant BVSE for Li+ in the structure model. Purple regions have a
BVSE energy less than 0.27 eV above the global minimum and grey regions have an energy 0.47 eV above global minimum. (c) A pathway topology
graph for Li+.

Figure 11
Conductivities calculated by KMC compared with experimental values.
The solid blue curve and filled circles show all the simulated KMC
conductivities. The solid red line marks effective KMC conductivities
corresponding to long-range conduction (from high-temperature KMC
simulations) and the dotted red line its extrapolation down to lower
temperatures. The green curve and triangles show experimental
conductivity data.



coincide with local minima of BVSE(Li+). The percolation

analysis yields a barrier of Emig = 0.50 eV, which might be

sufficiently low to classify Li6PO5Cl as a moderate conductor,

but the global minimum does not correspond to any experi-

mentally occupied Li site. It is suspected that, in the case of

Li6PO5Cl, the activation energy is strongly affected by

coulombic repulsion so it deviates from the percolation

barrier, and the strong repulsion also forbids the global

minimum from being occupied. A KMC simulation was

conducted and the results are compared with experimental

values in Fig. 11.

The KMC results suggest that Li6PO5Cl is indeed a poor

conductor and the KMC simulations at room temperature

correspond to localized Li+ movements. In order to obtain

conductivity and activation energy at room temperature, the

simulation temperature was raised until the average displa-

cement of Li+ was larger than 4.0 Å. KMC gives an extra-

polated result that � = 3.31 � 10�12 S cm�1 and Eact = 0.95 eV,

while the experimental values are � = 1.41 � 10�9 S cm�1 and

Eact = 0.66 eV. The equilibrated occupancies calculated from

KMC are consistent with the experimental structure such that

the global BVSE minima are not occupied due to Li–Li

repulsion.

We now attempt to benchmark our results against our

compilation of literature conductivity data for Li+ and Ag+

solid conductors. As a quick measure to check whether the

literature data contain implausible data points in Fig. 12, the

natural logarithm of conductivity at 300 K is plotted against

activation energy (for compounds where the conductivity can

be measured at high temperature only, the values shown are

inevitably based on extrapolation). The results yield a limited

scatter around a monotonic fitting curve according to equation

(19), in line with the empirical finding that low experimental

activation energies (which are not to be directly identified with

migration barriers) are generally associated with high ionic

conductivity. Closely similar trends are also found in the KMC

results, which one might tentatively interpret as that the KMC

algorithm yields physically plausible activation energies and

absolute conductivities. Still, for a given activation energy the

conductivity may vary over five orders of magnitude.

In Fig. 13, KMC-simulated conductivities for a range of Li+

and Ag+ ion conductors are compared with experimental

values from the literature. While there is a clustering of data

points near the 1:1 line, the overall scattering is still wide and

numerous outliers are present. It remains inconclusive

whether the present implementation of the KMC approach

has sufficient predictive power to identify fast ionic conduc-

tors. The limited agreement between the experimental litera-

ture data and the KMC model suggests, on one hand, that the

characterization of experimental samples with respect to

point-defect concentrations and interface effects is often

unsatisfactory. On the other hand, the KMC model does not

yet factor in all the relevant modes of correlated ion transport.

Moreover, the chosen method of assigning the initial distri-

bution of mobile ions based on the site energy may sometimes

bias the observed concentration of mobile defects.
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Figure 12
Plots of literature experimental (open symbols) or KMC simulated (filled symbols) ionic conductivity data at 300 K (partially extrapolated from higher
temperatures) versus activation energy for (a) Ag+ conductors and (b) Li+ conductors. Solid lines represent fits according to equation (19)

Figure 13
A comparison of simulated conductivities from the KMC method with
literature values for Ag+ conductors (red triangles) and Li+ conductors
(blue squares). The broken line marks a 1:1 correlation.



4.4. Surface-energy calculation

In this section we investigate the surface energies of various

surface indices in five compounds, LiCoO2, NaCl, BaTiO3,

MgO and AlN, using the relaxation module within softBV, and

compare the results with literature values given by DFT

calculations (Kramer & Ceder, 2009; Nakayama et al., 2013;

Eglitis et al., 2006; Trang et al., 2010; Bruno et al., 2008, 2009).

As seen from Fig. 14, the results show a clear nearly linear

correlation. For the studied compounds, the surface energies

thus agree reasonably well with the values found by DFT

calculations.

A particular advantage of using force-field methods in

surface-energy calculations is that the reduced computational

cost allows for a quick examination of richer surface

arrangements. As an example, Fig. 15 shows the (011) surface

of NaCl with two formula units in the top atomic layer per unit

cell. Confined in this layer, the surface can have five recon-

structions, labelled (a) to (e). From experience, we tend to

exclude the last two because their electrical dipole is not zero.

The third reconstruction can also be argued as not being

‘close-packed’ on the surface. All these can, however, be

explicitly qualified by running our low-cost calculations,

eliminating the need to narrow down the range of inspected

cases by error-prone ‘prior experience’.

As seen from Table 1, we find that indeed the reconstruc-

tions (011)-(d) and (011)-(e) have high energies because of

their violation of the zero-dipole rule. In reconstruction (011)-

(c) all ions on the surface are under-bonded. Reconstructions

(011)-(a) and (011)-(b) both have reasonably low surface

energies and merit further examination with more precise

computational techniques.

5. Concluding remarks

Based on the well established bond-valence approach, the

presented set of softBV software tools yields a convenient

method for high-throughput screening of both solid electro-

lytes and mixed conducting insertion electrode materials, as

well as their interfaces. It integrates the established crystal-

chemical bond-valence-sum-based plausibility control of the

structure model with an automated comprehensive analysis of

the migration pathways in solids with respect to pathway

topology, migration barriers along the path and a localized

attempt-frequency analysis. For a typical size of structure

model accessible to DFT studies, the presented software tools

can yield a complete overview of all relevant ion-migration

pathways with a 103–105 times smaller computational effort

and with reasonable accuracy, so that more detailed and

expensive calculations can be focused on the promising

candidates. This greatly reduced computational effort can be

utilized to apply the diffusion-pathway analysis to more

complex realistic structure models of disordered solids and

their interfaces as necessary to guide the discovery of new safe

high-performance (solid-state) energy-storage systems.
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Figure 15
Reconstructions of the NaCl (011) surface (green denotes Cl and yellow
Na). See text and Table 1 for discussion of each panel.

Table 1
Surface energy of surface reconstructions of NaCl (011).

Structure
Surface energy
(J m�2)

(011)-(a) 0.339
(011)-(b) 0.338
(011)-(c) 0.526
(011)-(d) 0.444
(011)-(e) 0.448

Figure 14
A double-logarithmic plot of the correlation between the surface energies
calculated by the softBV software compared with literature DFT values.
The inset shows the same data on a linear scale. The broken lines in both
graphs indicate the same power law regression fit to the data.
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